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#### Abstract

Sign invariance plays an important role in the study of an explicit solution to single partial differential equations. In this paper, we extend the sign invariant theory to study the nonlinear reaction-diffusion system. As a consequence, we obtain some new explicit solutions to the resulting systems, and we illustrate the exact solutions for a nonlinear parabolic system.


PACS numbers: $02.20 . \mathrm{Tw}, 11.30 . \mathrm{Na}, 44.05 .+\mathrm{e}, 05.45 . \mathrm{Yv}$

## 1. Introduction

Nonlinear reaction-diffusion systems (RDs) have been widely studied over the past decades. These systems arise naturally as models of the evolution problem in the real world [1-6]. In this paper, we consider the nonlinear reaction-diffusion systems (RDs)

$$
\begin{equation*}
u_{t}=\left(f(u, v) u_{x}\right)_{x}+g(u, v) \quad v_{t}=\left(p(u, v) v_{x}\right)_{x}+q(u, v) \tag{1.1}
\end{equation*}
$$

where $u=u(x, t)$ and $v=v(x, t)$ are unknown differentiable functions, the subscripts $t$ and $x$ to the functions denote differentiation with respect to these variables, and $f(u, v), g(u, v), p(u, v)$ and $q(u, v)$ are smooth functions to be determined later. There are many papers devoted to the investigation of existence and uniqueness problems, asymptotic behaviour of solutions and so on ( $[6,7]$ and the references cited therein). On the other hand, there are many approaches to find exact solutions of RDs, such as the Lie symmetry [8-12], the ansatz-based method [12, 13], the Galilei-invariant method [14], the Painlevé analysis [15] and the algebraic method [16]. In these papers, many interesting results had been obtained.

It is well known that, for a single equation, there are many theories and approaches for finding its exact solutions, such as the Lie symmetry, non-classical method, sign-invariant theory and so on. In these methods, sign-invariant theory plays an important role for finding the explicit solutions of the single-diffusion equation. The sign-invariant theory was introduce
originally by Galaktionov [17-19], which was extended by the maximum principle for secondorder linear parabolic equations, the main idea, as follows [17].

Consider a single reaction-diffusion equation

$$
u_{t}=\left(f(u) u_{x}\right)_{x}+g(u) .
$$

We assume that the solution set $\{u(x, t)\}$ to the given equation is not empty. Next, we introduce a general quadratic Hamilton-Jacobi (HJ) operator of the form

$$
\mathcal{H}(u)=u_{t}-H(u) \equiv u_{t}-\left[\alpha(u)\left(u_{x}\right)^{2}+\beta(u) u_{x}+h(u)\right],
$$

where the functions $\alpha(u), \beta(u)$ and $h(u)$ depend on the coefficients of the RD equation.
Definition 1. We say that the operator HJ is the sign invariant of the $R D$ equation if it preserves both the signs, $\geqslant 0$ and $\leqslant 0$, on the solution $u(x, t)$ to the $R D$ equation. It means that

$$
\begin{array}{llll}
\mathcal{H}(u) \geqslant 0(\leqslant 0) & \text { in } \mathbf{R} & \text { for } t=0 \\
\Longrightarrow \mathcal{H}(u) \geqslant 0(\leqslant 0) & \text { in } \mathbf{R} & \text { for } \quad t>0 . \tag{1.2}
\end{array}
$$

Remark 1. It is important to note that under assumption (1.2) the operator HJ is also a zero invariant of the RD equation, i.e., there holds

$$
\begin{array}{llll}
\mathcal{H}(u)=0 & \text { in } \quad \mathbf{R} & \text { for } \quad t=0 \\
\Longrightarrow \mathcal{H}(u)=0 & \text { in } \quad \mathbf{R} & \text { for } \quad t>0 . \tag{1.3}
\end{array}
$$

Indeed, we can obtain the exact solutions for the corresponding equation by utilizing the sign-invariant theory. In [18], the author utilized the sign-invariant theory to study maximal sign invariants describing all possible sign invariants of a prescribe structure, and in [19], the author considered the general first-order sign invariant for quasilinear heat equations. As a consequence, they constructed some new exact solutions of resulting equations.

In the present paper, for finding the exact solutions of the nonlinear reaction-diffusion system, we extend the sign-invariant theory by introducing the HJ system as follows:

$$
\begin{equation*}
\mathcal{H}_{1}(u, v)=u_{t}-\xi(u, v), \quad \mathcal{H}_{2}(u, v)=v_{t}-\eta(u, v), \tag{1.4}
\end{equation*}
$$

where $\xi(u, v)$ and $\eta(u, v)$ are some smooth functions depending on the coefficients of the RDs (1.1).

Now, we summarize the main results of the present paper. In section 2, the sign invariant is applied to the RDs; the main results of this section are describe in theorem 2.1. In section 3, we arrive at many separable solutions for the considered system. Section 4 contains concluding remarks on this work.

## 2. Sign invariant of system (1.1)

In this section, we are looking for a sign invariant for system (1.1) of the form

$$
\begin{equation*}
\mathcal{H}_{1}(u, v)=u_{t}-\xi(u, v) \quad \mathcal{H}_{2}(u, v)=v_{t}-\eta(u, v), \tag{2.1}
\end{equation*}
$$

where the smooth functions $\xi(u, v), \eta(u, v)$ depend on the coefficients of the system and determined later.

We now state the first main result of the present paper.
Theorem 2.1. System (2.1) is a sign invariant of RDs (1.1) if the coefficients $f(u, v), g(u, v), p(u, v), q(u, v), \xi(u, v)$ and $\eta(u, v)$ satisfy the following system of partial differential equations:
$A_{1} \equiv \xi f_{u u}+\eta f_{u v}+\xi_{u} f_{u}+\eta_{u} f_{v}-\xi \frac{f_{u}^{2}}{f}-\eta \frac{f_{u} f_{v}}{f}+\xi_{u u} f=0$,
$A_{2} \equiv 2 \xi_{v} f_{u}+\xi f_{u v}+\eta f_{v v}+\eta_{v} f_{v}-\eta \frac{f_{v}^{2}}{f}-\xi \frac{f_{u} f_{v}}{f}+2 \xi_{u v} f-\xi_{v} \frac{p_{u} f}{p}=0$,
$A_{3} \equiv \xi_{v} f_{v}+\xi_{v v} f-\xi_{v} \frac{f p_{v}}{p}=0$,
$A_{4} \equiv \xi \frac{f_{u}(\xi-g)}{f}+\eta \frac{f_{v}(\xi-g)}{f}+\xi_{v} \frac{f(\eta-q)}{p}-\xi_{u} g \xi g_{u}+\eta g_{v}-\xi_{v} \eta=0$,
$A_{5} \equiv \xi_{v} p_{u}+\xi p_{u v}+\eta p_{v v}+\eta_{v} p_{v}-\frac{\xi p_{u} p_{v}}{p}-\frac{\eta p_{v}^{2}}{p}+\eta_{v v} p=0$,
$A_{6} \equiv \xi p_{u u}+\eta p_{u v}+\xi_{u} p_{u}+2 \eta_{u} p_{v}-\frac{\eta p_{u} p_{v}}{p}+2 \eta_{u v} p-\frac{\eta_{u} f_{v} p}{f}=0$,
$A_{7} \equiv \eta_{u} p_{u}+\eta_{u u} p-\eta_{u} \frac{f_{u} p}{f}=0$,
$A_{8} \equiv \xi \frac{p_{u}(\eta-q)}{p}+\eta \frac{p_{v}(\eta-q)}{p}+\eta_{u} \frac{p(\xi-g)}{f}-\eta_{v} q+\xi g_{u}+\eta q_{v}-\xi \eta_{u}=0$.
Proof. We set

$$
\begin{equation*}
J_{1}=\mathcal{H}_{1}=u_{t}-\xi(u, v), \quad J_{2}=\mathcal{H}_{2}=v_{t}-\eta(u, v) \tag{2.3}
\end{equation*}
$$

Then by differentiating $J_{1}$ and $J_{2}$ with respect to $t$, we arrive at

$$
\begin{equation*}
J_{1 t}=\mathcal{H}_{1 t}=u_{t t}-\xi_{u} u_{t}-\xi_{v} v_{t}, \quad J_{2 t}=\mathcal{H}_{2 t}=v_{t t}-\eta_{u} u_{t}-\eta_{v} v_{t} \tag{2.4}
\end{equation*}
$$

and substituting the second derivative $u_{t t}, v_{t t}$ from the RDs differentiating in $t$ and calculating other lower order ones $v_{x t}, v_{t}, v_{x x t}, u_{x t}, u_{t}$ and $u_{x x t}$ from system (2.3) into (2.4), we arrive at two equations of the form
$A_{1} u_{x}^{2}+A_{2} u_{x} v_{x}+A_{3} v_{x}^{2}+A_{4}=0, \quad A_{5} v_{x}^{2}+A_{6} u_{x} v_{x}+A_{7} u_{x}^{2}+A_{8}=0$.
Then vanishing of the expression system (2.5) leads to the determining equations (2.2).
According to the proof, to get the exact solutions of system (1.1), we must solve $f(u, v), g(u, v), p(u, v), q(u, v), \xi(u, v)$ and $\eta(u, v)$ from the determining equations (2.2). For the general case, the equations dependent on $f(u, v), g(u, v), p(u, v), q(u, v), \xi(u, v)$ and $\eta(u, v)$ are complicated; it seems very hard to write down the solutions explicitly. So, as usual, we assume the following two models which are being widely studied over the past decades.

Case 1. $f=p=1, g \neq 0, q \neq 0$.
Case 2. $f=p \neq 1, g=q=0$.
As a consequence, the following statements are valid.
Theorem 2.2. System (2.1) is a sign invariant of the RDs

$$
u_{t}=u_{x x}+g(u, v), \quad v_{t}=v_{x x}+q(u, v)
$$

if the functions $g(u, v), q(u, v), \xi(u, v)$, and $\eta(u, v)$ satisfy the following system:

$$
\begin{align*}
& \xi(u, v)=a_{1} u+a_{2} v+a_{3}, \\
& \eta(u, v)=b_{1} u+b_{2} v+b_{3},  \tag{2.6}\\
& \xi g_{u}+\eta g_{v}-\xi_{u} g-\xi_{v} q=0, \\
& \xi q_{u}+\eta q_{v}-\eta_{v} q-\eta_{u} g=0 .
\end{align*}
$$

It is interesting to note that the last two equations in (2.6) can be written in the form of two coupled evolution equations:

$$
\left(\xi \frac{\partial}{\partial u}+\eta \frac{\partial}{\partial v}-\xi_{u}\right) g=\xi_{v} q, \quad\left(\xi \frac{\partial}{\partial u}+\eta \frac{\partial}{\partial v}-\eta_{v}\right) g=\eta_{v} g .
$$

This means that the family of curves $\phi(u, v)=$ const. is invariant under the operator $\xi \partial_{u}+\eta \partial_{v}$.
Theorem 2.3. System (2.1) is a sign invariant of the RDs

$$
u_{t}=\left(f(u, v) u_{x}\right)_{x}, \quad v_{t}=\left(f(u, v) v_{x}\right)_{x},
$$

if the functions $f(u, v), \xi(u, v)$ and $\eta(u, v)$ satisfy the following system:

$$
\begin{align*}
& \xi(u, v)=a_{1} u+a_{2} v+a_{3}, \\
& \eta(u, v)=b_{1} u+b_{2} v+b_{3},  \tag{2.7}\\
& \xi f_{u}+\eta f_{v}=0 .
\end{align*}
$$

Hereafter, $a_{i}, b_{i}$ and $c_{i}, i=1,2,3$, are arbitrary constants.

## 3. Exact solutions for cases $\mathbf{1}$ and 2

In this section, we present a full description of sign invariant and the corresponding explicit solutions in cases 1 and 2.

Case 3.1. In this case, system (1.1) becomes a nonlinear system of evolution equations

$$
u_{t}=u_{x x}+g(u, v), \quad v_{t}=v_{x x}+q(u, v) .
$$

Some methods can be used to consider the system [8-12], and many solutions had been obtained. To illustrate the notion of theorem 2.2, we have $\xi(u, v), \eta(u, v)$ :

$$
\begin{equation*}
\xi(u, v)=a_{1} u+a_{2} v+a_{3}, \quad \eta(u, v)=b_{1} u+b_{2} v+b_{3} . \tag{3.1}
\end{equation*}
$$

For simplicity, we set $a_{3}=b_{3}=0$; if $a_{3} \neq 0, b_{3} \neq 0$, we can make a translation

$$
\left\{\begin{aligned}
u & =\tilde{u}+c_{1} \\
v & =\tilde{v}+c_{2}
\end{aligned}\right.
$$

to obtain $a_{3}=b_{3}=0$. Thus the determining equations can be formulated as follows:

$$
\begin{array}{ll}
\xi(u, v)=a_{1} u+a_{2} v, & \eta(u, v)=b_{1} u+b_{2} v, \\
\xi g_{u}+\eta g_{v}-\xi_{u} g-\xi_{v} q=0, & \xi q_{u}+\eta q_{v}-\eta_{v} q-\eta_{u} g=0 . \tag{3.2}
\end{array}
$$

Remark 2. It is easy to see that $g(u, v), q(u, v)$ are determined by the two-dimension dynamical, and we can solve $u, v$ from $\xi(u, v), \eta(u, v)$. But in this case, the solution which is obtained by $\xi(u, v)$ and $\eta(u, v)$ depends on two arbitrary functions $\Phi_{1}(x), \Phi_{2}(x)$. So if we want to construct the exact solutions, we need to determine $\Phi_{1}(x)$, $\Phi_{2}(x)$ with $g(u, v), q(u, v)$
by utilizing the compatibility conditions. In this paper the compatibility conditions means that $u, v, g(u, v)$ and $q(u, v)$ fulfil the original system.

We assert that the resulting several cases are distinguished.
Subcase 3.1.1. $a_{1} \neq 0, a_{2}=0$. In this subcase $\xi=a_{1} u$ and $\eta=b_{1} u+b_{2} v$.
It is easy to have

$$
\begin{aligned}
& g(u, v)=G_{1}(\alpha) u, \\
& q(u, v)=u^{\frac{b_{2}}{a_{1}}} G_{1}(\alpha)-\frac{b_{1}}{b_{2}} G_{2}(\alpha), \\
& \alpha=v u^{-\frac{b_{2}}{a_{1}}}-\frac{b_{1}}{\left(a_{1}-b_{2}\right)} u^{1-\frac{b_{2}}{a_{1}}} \\
& u(x, t)=\mathrm{e}^{a_{1} t} \Phi_{1}(x), \\
& v(x, t)=\frac{b_{1} \Phi_{2}(x)}{a_{1}-b_{2}} \mathrm{e}^{a_{1} t} \Phi_{1}(x)+\Phi_{2}(x) \mathrm{e}^{b_{2} t},
\end{aligned}
$$

for $a_{1} \neq b_{2}$. Here $\Phi_{1}(x)$ and $\Phi_{2}(x)$ are smooth functions with $x$, and $\Phi_{1}(x), \Phi_{2}(x), G_{1}(\alpha)$ and $G_{2}(\alpha)$ fulfil the following constraints:

$$
\begin{aligned}
& G_{1}(\alpha)=0, \\
& \Phi_{2}^{\prime \prime}(x)-b_{2} \Phi_{2}(x)+\left(\Phi_{1}(x)\right)^{\frac{b_{2}}{a_{1}}} G_{2}(\alpha)=0, \\
& \Phi_{1}(x)=C_{1} \mathrm{e}^{\sqrt{a_{1}} x}+C_{2} \mathrm{e}^{-\sqrt{a_{1}} x}
\end{aligned} \quad \text { for } \quad a_{1}>0, ~ 子 \quad \text { for } \quad a_{1}<0 .
$$

If $a_{1}=b_{2}$, we obtain

$$
\begin{aligned}
& u(x, t)=\mathrm{e}^{a_{1} t} \Phi_{1}(x) \\
& v(x, t)=\left(b_{1} \Phi_{1}(x)+\Phi_{2}(x)\right) \mathrm{e}^{a_{1} t} \\
& g(u, v)=G_{1}(\alpha) u \\
& q(u, v)=\frac{b_{1}}{a_{1}} G_{1}(\alpha) v \ln u+G_{2}(\alpha) v, \\
& \alpha=\frac{a_{1} v-b_{1} u \ln u}{a_{1} u}
\end{aligned}
$$

It is easy to calculate that $\Phi_{1}(x), \Phi_{2}(x), G_{1}(\alpha)$ and $G_{2}(\alpha)$ satisfy the following equations:

$$
\begin{aligned}
& \Phi_{1}^{\prime \prime}+\left(G_{1}-a_{1}\right) \Phi_{1}=0 \\
& \Phi_{2}^{\prime \prime}-a_{1} \Phi_{2}-b_{1} \Phi_{1}+\frac{b_{1}}{a_{1}} G_{1} \ln \Phi_{1}+G_{2}=0
\end{aligned}
$$

Subcase 3.1.2. $a_{1}=0, a_{2} \neq 0$. In this subcase $\xi=a_{2} v$ and $\eta=b_{1} u+b_{2} v$. We have the solutions as follows:
(i) $\Delta=b_{2}^{2}+4 a_{2} b_{1}>0$.

$$
\begin{aligned}
& u(x, t)=\Phi_{1}(x) \mathrm{e}^{\delta_{1} t}+\Phi_{2}(x) \mathrm{e}^{\delta_{2} t} \\
& v(x, t)=\frac{1}{a_{2}}\left(\Phi_{1}(x) \delta_{1} \mathrm{e}^{\delta_{1} t}+\Phi_{2}(x) \delta_{2} \mathrm{e}^{\delta_{2} t}\right)
\end{aligned}
$$

where $\delta_{1}=\left(b_{2}+\sqrt{\Delta}\right) / 2, \delta_{2}=\left(b_{2}-\sqrt{\Delta}\right) / 2$.
(ii) $\Delta=b_{2}^{2}+4 a_{2} b_{1}=0$.

$$
\begin{aligned}
& u(x, t)=\left(\Phi_{1}(x)+\Phi_{2}(x) t\right) \mathrm{e}^{\delta t} \\
& v(x, t)=\frac{1}{a_{2}}\left(\delta \Phi_{1}(x)+\Phi_{2}(x)+\Phi_{2}(x) t \delta\right) \mathrm{e}^{\delta t}
\end{aligned}
$$

where $\delta=b_{2} / 2$.
(iii) $\Delta=b_{2}^{2}+4 a_{2} b_{1}<0$.
$u(x, t)=\left(\Phi_{1}(x) \cos \delta_{1} t+\Phi_{2}(x) \sin \delta_{2} t\right) \mathrm{e}^{\delta_{1} t}$,
$\left.v(x, t)=\frac{1}{a_{2}}\left[\left(\Phi_{1}(x) \delta_{1}+\Phi_{2} \delta_{2}\right) \cos \delta_{1} t+\left(\Phi_{2}(x) \delta_{1}-\Phi_{1}(x) \delta_{2}\right) \sin \delta_{2} t\right)\right] \mathrm{e}^{\delta_{1} t}$
where $\delta_{1}=b_{2} / 2, \delta_{2}=(\sqrt{-\Delta}) / 2$.
In this case, $g(u, v)$ and $q(u, v)$ satisfy
$a_{2}^{2} v^{2} g_{v v}+2 a_{2} v\left(b_{1} u+b_{2} v\right) g_{u v}+\left(b_{1} u+b_{2} v\right)^{2} g_{v v}+a_{2} b_{1}\left(v g_{v}+u g_{u}-g\right)=0$,
$q=\frac{1}{a_{2}}\left[a_{2} v g_{u}+\left(b_{1} u+b_{2} v\right) g_{v}\right]$,
and $\Phi_{1}(x), \Phi_{2}(x), g(u, v), q(u, v)$ fulfil the compatibility conditions.
In particular, when $a_{1}=b_{2}=0, a_{2} b_{1}>0$, the sign invariants are $\xi(u, v)=a_{2} v$ and $\eta(u, v)=b_{1} u$. Solving the sign invariants, we arrive at

$$
\begin{aligned}
& g(u, v)=\left(G_{1}(\alpha)-\frac{G_{2}(\alpha)}{a_{2}^{2}}\right)\left(\sqrt{a_{2} b_{1}} u-a_{2} v\right), \\
& q(u, v)=\left(G_{1}(\alpha)+\frac{G_{2}(\alpha)}{a_{2}^{2}}\right)\left(\sqrt{a_{2} b_{1}} v-b_{1} u\right), \\
& \alpha=v^{2}-\frac{b_{1}}{a_{2}} u^{2}, \\
& u(x, t)=\mathrm{e}^{\sqrt{a_{2} b_{1}} t} \phi_{1}(x)+\mathrm{e}^{-\sqrt{a_{2} b_{1} t}} \phi_{2}(x), \\
& v(x, t)=\sqrt{\frac{b_{1}}{a_{2}}}\left(\mathrm{e}^{\sqrt{a_{2} b_{1}} t} \phi_{1}(x)-\mathrm{e}^{-\sqrt{a_{2} b_{1} t}} \phi_{2}(x)\right),
\end{aligned}
$$

where $\phi_{1}(x), \phi_{2}(x), G_{1}(\alpha)$ and $G_{2}(\alpha)$ fulfil

$$
\phi_{1}^{\prime \prime}-\sqrt{a_{2} b_{1}} \phi_{1}=0, \quad \phi_{2}^{\prime \prime}-2 G_{1} \sqrt{a_{2} b_{1}} \phi_{2}=0, \quad G_{2}=\frac{1}{2} a_{2}^{2}
$$

## Example 1. When

$$
\begin{aligned}
& g(u, v)=0 \\
& q(u, v)=-\frac{b_{1}}{b_{2}} u^{-\frac{b_{2}}{a_{1}}}\left(v-\frac{1}{a_{1}-b_{2}} u\right)
\end{aligned}
$$

we obtain the exact solution for nonlinear RDs

$$
\left\{\begin{array}{l}
u_{t}=u_{x x}, \\
v_{t}=v_{x x}-\frac{b_{1}}{b_{2}} u^{-\frac{b_{2}}{a_{1}}}\left(v-\frac{1}{a_{1}-b_{2}} u\right),
\end{array}\right.
$$

as follows:

$$
\begin{array}{ll}
u(x, t)=\mathrm{e}^{a_{1} t} \Phi_{1}(x), & \\
v(x, t)=\frac{b_{1} \Phi_{2}(x)}{a_{1}-b_{2}} \mathrm{e}^{a_{1} t} \Phi_{1}(x)+\Phi_{2}(x) \mathrm{e}^{b_{2} t}, & \\
\Phi_{1}(x)=C_{1} \mathrm{e}^{\sqrt{a_{1}} x}+C_{2} \mathrm{e}^{-\sqrt{a_{1}} x} & \text { for } \\
a_{1}>0, \\
\Phi_{1}(x)=C_{1} \cos \sqrt{a_{1}} x+C_{2} \sin \sqrt{a_{1}} x & \text { for } \quad a_{1}<0, \\
\Phi_{2}(x)=C_{3} \mathrm{e}^{\sqrt{b_{2}-1} x}+C_{4} \mathrm{e}^{-\sqrt{b_{2}-1} x} & \text { for } \\
b_{2}>1, \\
\Phi_{2}(x)=C_{3} \cos \sqrt{1-b_{2}} x+C_{4} \sin \sqrt{1-b_{2}} x & \text { for } \\
b_{2}<1 .
\end{array}
$$

Example 2. When

$$
g(u, v)=\beta_{1} u^{1+\alpha_{1}} v^{-\alpha_{1}}, \quad q(u, v)=\beta_{2} u^{\alpha_{2}} v^{1-\alpha_{2}}
$$

the RDs are the biological pattern model arising in hydra [20],

$$
u_{t}=u_{x x}+\beta_{1} u^{1+\alpha_{1}} v^{-\alpha_{1}}, \quad v_{t}=v_{x x}+\beta_{2} u^{\alpha_{2}} v^{1-\alpha_{2}}
$$

It is invariant with respect to the Galilei algebra $A G(1,1)$ [11]. By a straightforward calculation we obtain that

$$
\left\{\begin{array}{l}
\xi(u, v)=a_{1} u \\
\eta(u, v)=b_{2} v,
\end{array}\right.
$$

is sign invariant of the system, and the explicit solutions are as follows:

$$
u(x, t)=\mathrm{e}^{a_{1} t} \Phi_{1}(x), \quad v(x, t)=\mathrm{e}^{b_{2} t} \Phi_{2}(x),
$$

where $\Phi_{1}(x)$ and $\Phi_{2}(x)$ fulfil the constraints:

$$
\Phi_{1}^{\prime \prime}+\left[\beta_{1}\left(\frac{\Phi_{1}}{\Phi_{2}}\right)^{\alpha_{1}}-a_{1}\right] \Phi_{1}=0, \quad \Phi_{2}^{\prime \prime}+\left[\beta_{2}\left(\frac{\Phi_{1}}{\Phi_{2}}\right)^{\alpha_{2}}-b_{2}\right] \Phi_{2}=0
$$

Case 3.2. In this case, the standard nonlinear heat equations

$$
\begin{equation*}
u_{t}=\left(f(u, v) u_{x}\right)_{x}, \quad v_{t}=\left(f(u, v) v_{x}\right)_{x}, \tag{3.3}
\end{equation*}
$$

follow from the system (1.1). On the basis of theorem 2.3, the determining equations (2.2) are as follows:

$$
\begin{align*}
& \xi(u, v)=a_{1} u+a_{2} v+a_{3}, \\
& \eta(u, v)=b_{1} u+b_{2} v+b_{3},  \tag{3.4}\\
& \xi f_{u}+\eta f_{v}=0 .
\end{align*}
$$

Similar to case 3.1, we set $a_{3}=b_{3}=0$ and consider the following subcases.
Subcase 3.2.1. $a_{1} \neq 0, a_{2}=0$. In this subcase $\xi(u, v)=a_{1} u$ and $\eta(u, v)=b_{1} u+b_{2} v$.
Solving (3.4), we have
(i) $a_{1} \neq b_{2}$ :

$$
\begin{array}{ll}
f(u, v)=F(\alpha), & \alpha=\frac{a_{1} v-b_{1} u-b_{2} v}{\left(a_{1}-b_{2}\right) u^{\frac{b_{2}}{a_{1}}}} \\
u(x, t)=\mathrm{e}^{a_{1} t} \Phi_{1}(x), & v(x, t)=\frac{b_{1} \Phi_{1}(x)}{a_{1}-b_{2}} \mathrm{e}^{a_{1} t} \Phi_{2}(x)+\Phi_{2}(x) \mathrm{e}^{b_{2} t}
\end{array}
$$

where $\Phi_{1}(x), \Phi_{2}(x)$ and $F(\alpha)$ satisfy

$$
\begin{aligned}
& F \Phi_{1}^{\prime \prime}+F_{\alpha}\left(\Phi_{2}^{\prime} \Phi_{1}^{-\frac{b_{2}}{a_{1}}}-\frac{b_{2}}{a_{1}} \Phi_{2} \Phi_{1}^{-\frac{b_{2}-a_{1}}{a_{1}}} \Phi_{1}^{\prime}\right) \Phi_{1}^{\prime}-a_{1} \Phi_{1}=0, \\
& F \Phi_{2}^{\prime \prime}+F_{\alpha}\left(\Phi_{2}^{\prime} \Phi_{1}^{-\frac{b_{2}}{a_{1}}}-\frac{b_{2}}{a_{1}} \Phi_{2} \Phi_{1}^{-\frac{b_{2}-a_{1}}{a_{1}}} \Phi_{1}^{\prime}\right) \Phi_{2}^{\prime}-b_{2} \Phi_{2}=0
\end{aligned}
$$

(ii) $a_{1}=b_{2}$ :

$$
\begin{array}{ll}
f(u, v)=F(\alpha), & \alpha=\frac{a_{1} v-b_{1} u \ln u}{a_{1} u}, \\
u(x, t)=\mathrm{e}^{a_{1} t} \Phi_{1}(x), & v(x, t)=\left(b_{1} \Phi_{1}(x) t+\Phi_{2}(x)\right) \mathrm{e}^{a_{1} t}
\end{array}
$$

where $\Phi_{1}(x), \Phi_{2}(x)$ and $F(\alpha)$ satisfy the following identities:

$$
\begin{aligned}
& F \Phi_{1}^{\prime \prime}+F_{\beta}\left(\frac{\Phi_{2}^{\prime} \Phi_{1}-\Phi_{1}^{\prime} \Phi_{2}}{\Phi_{1}^{2}}+\frac{b_{1}}{a_{1} \Phi_{1}}\right) \Phi_{1}^{\prime}-a_{1} \Phi_{1}=0 \\
& F \Phi_{2}^{\prime \prime}+F_{\beta}\left(\frac{\Phi_{2}^{\prime} \Phi_{1}-\Phi_{1}^{\prime} \Phi_{2}}{\Phi_{1}^{2}}+\frac{b_{1}}{a_{1} \Phi_{1}}\right) \Phi_{2}^{\prime}-a_{1} \Phi_{2}=0
\end{aligned}
$$

Subcase 3.2.2. $a_{1}=0$. In this case, $\xi(u, v)=a_{2} v$ and $\eta(u, v)=b_{1} u+b_{2} v$. We have the solutions of (3.3) as follows.
(i) $\Delta=b_{2}^{2}+4 a_{2} b_{1}>0$ :

$$
\begin{aligned}
& f(u, v)=F(\alpha), \\
& \alpha=-\frac{1}{2} \ln \left|\frac{b_{1}}{a_{2}}+\frac{b_{2} v}{a_{2} u}-\frac{v^{2}}{u^{2}}\right|+\frac{a_{2}}{\sqrt{\Delta}} \ln \left|\frac{-2 a_{2} v+b_{2} u-\sqrt{\Delta} u}{-2 a_{2} v+b_{2} u+\sqrt{\Delta} u}\right|+c, \\
& u(x, t)=\Phi_{1}(x) \mathrm{e}^{\delta_{1} t}+\Phi_{2}(x) \mathrm{e}^{\delta_{2} t}, \\
& v(x, t)=\frac{1}{a_{2}}\left(\Phi_{1}(x) \mathrm{e}^{\delta_{1} t}+\Phi_{2}(x) \mathrm{e}^{\delta_{2} t}\right),
\end{aligned}
$$

where $\delta_{1}=\left(b_{2}+\sqrt{\Delta}\right) / 2, \delta_{1}=\left(b_{2}-\sqrt{\Delta}\right) / 2$.
(ii) $\Delta=0$ :

$$
\begin{aligned}
& f(u, v)=F(\alpha), \quad \alpha=\frac{b_{2} u}{2 a_{v}-b_{2} u}-\ln \left|\frac{v}{u}-\frac{b_{2}}{2 a_{2}}\right|+c, \\
& u(x, t)=\left(\Phi_{1}(x)+\Phi(x) t\right) \mathrm{e}^{\delta t}, \\
& v(x, t)=\frac{1}{a_{2}}\left(\delta \Phi_{1}(x)+\Phi_{2}(x)+\Phi_{2}(x) \delta t\right) \mathrm{e}^{\delta t} .
\end{aligned}
$$

where $\delta=b_{2} / 2$.
(iii) $\Delta<0$ :
$f(u, v)=F(\alpha)$,
$\alpha=-\frac{1}{2} \ln \left|\frac{b_{1}}{a_{2}}+\frac{b_{2} v}{a_{2} u}-\frac{v^{2}}{u^{2}}\right|+\frac{b_{2}}{\sqrt{\Delta}} \arctan \left(\frac{b_{2} u-2 a_{2} v}{u \sqrt{\Delta}}\right)+c$,
$u(x, t)=\left(\Phi_{1}(x) \cos \beta t+\Phi_{2}(x) \sin \beta t\right) \mathrm{e}^{\gamma t}$,
$v(x, t)=\frac{1}{a_{2}}\left(\left(\Phi_{1}(x) \gamma+\Phi_{2}(x) \beta\right) \cos \beta t+\left(\Phi_{2}(x) \gamma-\Phi_{1}(x) \beta\right) \sin \beta t\right) \mathrm{e}^{\gamma t}$.
where $\gamma=b_{2} / 2, \beta=\sqrt{-b_{2}^{2}-4 a_{2} b_{1}} / 2$.
In subcase 3.2.2, $\Phi_{1}(x), \Phi_{2}(x)$ and $F(\alpha)$ fulfil the compatibility conditions.
In particular, when $a_{1}=b_{1}=0, a_{2} b_{2} \neq 0$, the sign invariants are $\xi(u, v)=a_{2} v$ and $\eta(u, v)=b_{2} v$.

Solving the sign invariant, we obtain

$$
\begin{array}{ll}
f(u, v)=F(\alpha), & \alpha=\frac{u^{2}}{a_{2}}-\frac{v^{2}}{b_{1}}, \\
u(x, t)=\frac{a_{2}}{b_{2}} \mathrm{e}^{b_{2} t} \Phi_{1}(x)+\Phi_{2}(x), & v(x, t)=\mathrm{e}^{b_{2} t} \Phi_{1}(x),
\end{array}
$$

where $F(\alpha), \Phi_{1}(x)$ and $\Phi_{2}(x)$ satisfy

$$
F \Phi_{2}^{\prime \prime}-F_{\alpha} \Phi_{2}^{\prime}=0, \quad b_{2} \Phi_{1}+F_{\alpha} \Phi_{1}^{\prime} \Phi_{2}^{\prime}-F \Phi_{1}^{\prime \prime}=0
$$

## 4. Concluding remarks

This paper deals with the application of sign-invariant theory to nonlinear RDs, and we get many separation of variables solutions of two types. For the general case, we also get the
exact solutions for the given HJ system $\{\xi(u, v), \eta(u, v)\}$. This method is the same as the generalized conditional symmetry method [21-29]. And we can extend the HJ system

$$
\mathcal{H}_{1}(u, v)=u_{t}-\alpha(u)+\beta(v), \quad \mathcal{H}_{2}(u, v)=v_{t}-\gamma(u)+\eta(v),
$$

to obtain the explicit solutions. On the other hand, for giving RDs, we can also construct exact solutions by sign-invariant theory.

## Acknowledgments

The authors are indebted to the referee for the constructive suggestions and helpful comments, which materially improved the presentation of the paper.

## References

[1] Vidal C and Pascault A 1985 Non-Equilibrium Dynamics in Chemical Systems (New York)
[2] Chow P and Williams S 1978 Nonlinear reaction-diffution models for interacting populations J. Math. Anal. Appl. 62 157-70
[3] Ames W F 1972 Nonlinear Partial Differential Equations in the Engineering (New York)
[4] Aris R 1975 The Mathematical Theory of Diffusion and Reaction in Permeable Catalysts vols 1 and 2 (Oxford: Clarendon)
[5] Murray J D 1977 Lecture on Non-Linear Differential Equation Models in Biology (Oxford)
[6] Murray J D 1981 Geometric Theory of Semilinear Parabolic Equations (Berlin: Springer)
[7] Murray J D 1989 Mathematical Biology (Berlin: Springer)
[8] Archilla J F R, Romero J L, Roemero F and Palmero F 1997 Lie symmetries and multiple solutions in $\lambda-\omega$ reaction-diffusion system J. Phys. A: Math. Gen. 30 185-94
[9] Cherniha R and King J R 2000 Lie symmetries of nonlinear multidimensional reaction-diffusion system: I J. Phys. A: Math. Gen. 33 267-82
[10] Cherniha R and King J R 2003 Lie symmetries of nonlinear multidimensional reaction-diffusion system: II J. Phys. A: Math. Gen. 36 405-25
[11] Cherniha R 2000 Lie symmetries of nonlinear two-dimensional reaction-diffusion systems Rep. Math. Phys. 46 63-76
[12] Cherniha R and King J R 2005 Non-linear reaction-diffusion systems with variable diffusivities: Lie symmetries, ansätze and exact solutions J. Math. Anal. Appl. 308 11-35
[13] Cherniha R 2004 Non-Lie reductions of nonlinear reaction-diffusion systems with variable diffusivities Proceedings Institute Mathematics NAS Ukraine vol 50, pp 62-8
[14] Fushchych W I and Cherniha R M 1995 Galilei-invariant nonlinear systems of evolution equations J. Phys. A: Math. Gen. 28 5569-79
[15] Vani P K, Ramanujam G A and Kaliappan P 1993 Painlevé analysis and particular solutions of a coupled nonlinear reaction diffusion system J. Phys. A: Math. Gen. 26 L97-9
[16] Malfliet W 1991 Series solution of nonlinear coupled reaction-diffusion equations J. Phys. A: Math. Gen. 24 5499-503
[17] Galaktionov V A 1994 Quasilinear heat equations with first-order sign invariants and new explicit solutions Nonlinear Anal. 23 1595-621
[18] Galaktionov V A and Posashkov S A 1998 Maximal sign invariant of quasilinear parabolic equations with gradient diffusivity J. Math. Phys. 39 4948-64
[19] Galaktionov V A and Posashkov S A 1996 New explicit solutions of quasilinear heat equations with general first-order sign invariants Physica D 99 217-36
[20] Ni W M 1998 Not. AMS 45
[21] Fokas A S and Liu Q M 1994 Nonlinear interaction of traveling waves of nonlinear heat equations Phys. Rev. Lett. 72 3293-6
[22] Fokas A S and Liu Q M 1994 Generalized conditional symmetries and exact solutions of non-intergable equations Theor. Math. Phys. 99 263-77
[23] Zhdanov R Z 1995 Conditional Lie-Backlund symmetry and reduction of evolution equation J. Phys. A: Math. Gen. 28 3841-50
[24] Zhdanov R Z and Lahno V I 1998 Conditional symmetry of a porous medium equation Physica D 122 178-86
[25] Zhdanov R Z, Tsytra I M and Popovych R O 1999 A precise definition of reduction of partial differential equations J. Math. Anal. Appl. 238 101-23
[26] Zhdanov R Z and Lahno V I 1999 Group classification of heat conductivity equations with a nonlinear source J. Phys. A: Math. Gen. 32 7405-18
[27] Qu C Z 1997 Group classification and generalized conditional symmetry reduction of the nonlinear diffusionconvection equation with a nonlinear source Stud. Appl. Math. 99 107-36
[28] Qu C Z 1999 Exact solutions to nonlinear diffusion equations obtained by generalized conditional symmetry IMA J. Appl. Math. 62 283-302
[29] Qu C Z 2000 Classification and reduction of some systems of quasilinear partial differential equations Nonlinear Anal. 42 301-27

